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Abstract

Migration of individuals between populations
may increase the selection pressure. This
has the desirable consequence of speeding up
convergence, but it may result in an exces-
sively rapid loss of variation that may cause
the search to fail. This paper investigates
the effects of migration on the distribution
of fitness. It considers arbitrary migration
rates and topologies with different number of
neighbors, and it compares algorithms that
are configured to have the same selection in-
tensity. The results suggest that migration
preserves more diversity as the number of
neighbors of a deme increases.

1 INTRODUCTION

A popular method to parallelize evolutionary algo-
rithms (EAs) is to use multiple populations (also called
demes) and allocate each to a different processor. In
this method, the populations periodically exchange a
few individuals in a process analogous to migration of
naturM organisms. Migration in EAs is controlled by
several parameters: the migration rate that determines
how many individuals migrate from a population; the
migration frequency that determines how often migra-
tions occur; the migration topology that determines
the destination of the migrants; and the migration
policy that determines which individuals migrate and
which are replaced at the receiving deme. The ob-
jective of this paper is to examine how the migration
rate and the number of neighbors of a deme affect the
distribution of fitness.

Cantd-Paz (In press) determined that the selection
pressure depends on the migration policy. The pres-
sure increases when the migrants or the individuals

that are replaced at the receiving deme are chosen ac-
cording to their fitness. The previous study quanti-
fied the increase in the selection intensity, and sug-
gested that comparing algorithms with different se-
lection intensities could explain many of the frequent
claims of superlinear parallel speedups. A more appro-
priate comparison would be between serial and par-
allel algorithms that have the same selection inten-
sity. However, that study also recognized that different
algorithms should not be considered equivalent only
because they have the same selection intensity. We
should also take into account higher order cumulants,
such as the variance, in comparisons. After all, one
of the anecdotal explanations of superlinear speedups
is that the search is better because diversity is main-
tained longer.

This paper is organized into five sections. Section 2
presents the approach used to describe the distribu-
tion of fitness. Section 3 reviews the previous results
that quantify the selection intensity caused by migra-
tion. Section 4 examines the effect of migration on the
higher cumulants of the distribution of fitness. Finally,
section 5 summarizes the paper.

2 THE FITNESS DISTRIBUTION

The approach of this paper is to describe the distribu-
tion of fitness using its cumulants. The cumulants of
a distribution are related to its central moments. The
r-th central moment of the distribution of fitness of a
population of size n is

where fi is the fitness of the i-th individual, and
1 n

/ = ~ ~i=1 fi is the mean fitness. The first three
cumulants are equal to the first central moments. The
fourth cumulant is a4 = #4 - 3#~.



The first cumulant is the mean (nl = #1 = /), and
the second is the variance (~ = #~ = 0}). The
third and fourth cumulants give additional informa-
tion about the shape of the distribution, and some-
times they are divided by ~/2 to obtain the skewness

and kurtosis coefficients. The skewness measures the
asymmetry of the distribution; it is negative if a dis-
tribution skewed to the left, and it is positive if the
distribution is skewed to the right. The kurtosis mea-
sures the "peakedness" of the distribution; a negative
kurtosis indicates that the distribution is flatter than
a normal, and a positive kurtosis indicates that the
distribution is more peaked than a normM.

The method of this paper is based on order statistics.
The critical observation is that we may interpret the
fitness values fi as samples of random variables F~ with
a common distribution. We obtain the order statistics
of the Fi variables by arranging them in increasing
order:

FI:n<_F2:~<_...<_Fn:~.

Without loss of generality, in the remainder we as-
sume a maximization problem, and we normalize the
random variables as follows:

zi:n - (2)
aF

The expected value of the i-th order statistic is

i-1 [1 - #2(z)]n-idz,

(3)
where ¢(z) and J)(z) are the PDF and CDF of 
distribution of fitness, respectively.

For some distributions, the expected values of the nor-
malized order statistics can be found in tables (Har-
ter, 1970). If we make the assumption that the fit-
ness has a unit Gaussian distribution (with ¢(z) 
exp(-z212)lx/’~ and ~(z) = ~zoo ¢(x)dx), we can use
the following approximation (Hatter, 1970):

#i:~ N ¢-i (
l-ai)

- - + 1 ’ (4)

where q~-i (x) is the inverse of the CDF (i.e., it returns
the value of z such that ~(z) = x), and ai is defined
as

0.315065 + 0.057974 log n - 0.009776(log n)2

if/= 1,
ai = |0.327511+ 0.0582121ogn 0.007909(logn)2

( otherwise.

Harter (1970) discourages the use of the approximation
above for n > 400. However, even for much larger
populations, the approximation is sufficiently accurate
for our purposes (Cantfi-Paz, 2000).

3 MIGRATION AND SELECTION

INTENSITY

There are two popular choices to select the individu-
als that migrate: to choose them randomly or to pick
the best individuals in the population. Likewise, there
are two popular choices at the receiving deme to re-
place existing individuals with the incoming migrants:
to choose them randomly or to replace the worst. Mi-
grants or replacements can also be chosen by any selec-
tion method (e.g., tournaments, ranking, and so on).
The point is that when the migrants or replacements
are chosen according to their fitness, the selection pres-
sure increases.

We restrict our attention to the case when the best
individuals in a deme are selected (deterministically)
to migrate, and replace the worst individuals in the
receiving deme. This is the most frequently used mi-
gration policy in parallel EAs, but other policies can
be studied easily using the framework laid out in this
paper.

Using 5 to denote the number of neighbors of a deme
(i.e., the degree of the connectivity graph) and p to de-
note the migration rate (i.e., the fraction of the popula-
tion that migrates every generation), we can calculate
the selection intensity caused by migration as (Cantfi-
Paz, In press)

fm=5 fi
1 fi

#~:n + - #i:~. (5)
n n

i-~--n-np-~ l i=Spn~-i

The first term is the selection intensity caused by se-
lecting the emigrants, and the second term is the inten-
sity caused by selecting replacements in the receiving
deme. The selection intensity is equal to the mean
fitness of the normalized population after migration,
which we denote as 2mi~ = Ira. In the next section we
use it to calculate the higher cumulants of the fitness
distribution.

4 MIGRATION AND THE HIGHER

CUMULANTS

The r-th cumulant of the fitness distribution after mi-
gration has two components that correspond to the
migrants and to the native individuals that are not
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The first four cumulants of the fitness distribution varying the migration rate and the number of

replaced at the receiving deme:

~mig------6 £ (~i:n_2mlg)r 

i=n--np+l

! £ (~i:n -- zmig)r.

i=6 pn + l

(6)

Figure 1 shows plots of the first four cumulants of the
distribution of fitness varying the migration rate and
the number of neighbors. The maximum migration
rate is 1/(5 + 1), and the mean increases monotoni-
cally with the migration rate. Note that in configura-
tions with more than one neighbor and low migration
rates, the variance is higher than the original value of
one. This occurs at approximately p = 0.02 or 0.03,
regardless of the number of neighbors.

Figure 2 plots the variance and the third cumulant of
the fitness distribution against the selection intensity~
This graph clearly shows that different configurations,
even if they have the same selection intensity, affect
the distribution in different ways.

Preserving (or increasing) the diversity in a deme 
desirable for at least two reasons. The first is that the
increased diversity will delay the convergence of the al-

gorithm. This may give enough time to the crossover
operator to mix BBs together into solutions of high
quality1. The other effect of preserving diversity in a
deme is that it may be possible to evolve partial so-
lutions independently in different demes and integrate
them after migration.

5 CONCLUSIONS

The calculations in this paper describe how the migra-
tion rate and the number of neighbors of a deme affect
the distribution of fitness. We found that increasing
the number of neighbors and the migration rate results
in a greater selection intensity. However, even when
parallel EAs are configured to have the same selection
intensity, they modify the population in different ways.

In cases with more than one neighbor and low migra-
tion rates, the variance after migration is higher than
its original value. This is desirable, but we must be
cautious, because the increase in variance comes to-

1See the papers by Goldberg, Deb~ and Thierens (1993)
and Thierens and Goldberg (1993) for a discussion on the
time required to mix BBs into good solutions and the re-
lation of this "innovation time" with the success of the
search.



Variance

0.8

0.6

0.4

0.2i

k3

~<: c- - ~-,., ,-~, .............. I 0.6

~0;4--0~0~S
1 1.2 1.4 --One

~ -.. \ ,,, 0.5
". "\\\ ..... Two

¯ \. ¯ \ 0.4
". \ 

". ¯ h - -- Three 0.3".. \. 

"’.. \ \\ ---- Four 0.2
__ ¯ \ \\

\ \\

/f "-\
¯ ~ \ -- One/// \ 

// ."’-.. \\
/.., \ ..... Two

~ ~"
----Three

’. \ \\
’

~k\
----Four

......... "".t?\.,"" ,." .~ 
0.2 0.4 0.6 0.8 ~i~-i/.2/~1.4

(a) Variance (b) 

Figure 2: The second and third cumulants of the fitness distribution in configurations with the same selection
intensity.

gether with a relatively skewed distribution and higher
cost of communications. Also, we must consider that
this paper deals with the distribution of the fitness val-
ues, not the distribution of alleles, and it is not clear if
the increase in fitness variance translates to improve-
ments in search quality.

In any case, this paper represents a step toward a bet-
ter understanding of the effects of migration on the
population. Migration acts as a form of selection: It
reduces the variance and biases the population towards
specific types of individuals. The results of this paper
can be used to choose appropriate genetic operators
that ensure that the algorithm does not converge pre-
maturely because of lack of diversity.
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